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What is Bayesian Statistics?

Bayesian:  "Evidence about the true state of the world represents a degree of belief"
versus
Frequentist: "Evidence represents only measured frequencies of data"

P(H|D) = P(H) P(D |H) / P(D)

P(H) = # Successes / # Trials

"State of mind" versus "State of the world"
"Subjective" versus "Objective"

PROBABILITY DOES NOT EXIST
The abandonment of superstitious beliefs about the existence of the Phlogiston,
the Cosmic Ether, Absolute Space and Time, ... or Fairies and Witches was an
essential step along the road to scientific thinking. Probability, too, if regarded
as something endowed with some kind of objective existence, is no less a misleading
misconception, an illusory attempt to exteriorize or materialize our true
probabilistic beliefs. (p. x)

- de Finetti, "Theory of Probability"



Introductory Survey of Bayesian Statistical Methods New York Open Statistical Programming Meetup

with Consideration of Dynamic Linear Models 16 March 2016
olle
Inverse Probability
Conventional Probability Inverse Probability
Al Q) \ 0
ﬁ \ W N 0 EI *‘ﬁ ¢
\ ) ) | | ‘ " “ ! lJ ‘I‘ ‘;' ' | | | [ !‘ : |" ‘I' :
Sample of 20 tested... II"A’ A \f 1 \f q
0 8 0O 68 0 0 n * Wy | | |

) L) \ ) \ | \ \
| \ J \ \/ \/ L
) 1L 2 I S L Mol \

Two out of 20 tested have the disease...
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Two should be infected. How many in the population have the disease?
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The Fall and Rise of Bayesian Statistics

Early Timeline: the genesis and decline of Bayesianism...

Thomas Bayes Pierre-Simon Laplace JSM* ... R.I.LP. Bayes R. A. Fisher
Richard Price George Chrystal (frequentist)
1761 1774 .. 1843 1891 1925...

>

* John Stuart Mill denounced probability as "ignorance... coined into science."

Later Timeline: the rise of Bayesianism

Emile Borel Bruno de Finetti Harold Jeffreys Arthur Bailey L.J. Savage

Frank Ramsey A. M. Turing I. J. Good
1920s 1926/1931 1928/1937 1939 1940 1950 1954
........ )
17&3 1774 1843 1891 1925 1931 1937 1939 1940 1950 1954 1870 1980 1990

The Fall and Rise of Bayesianism

__/\
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Growth of the Use of Bayesian Method:s

Times have changed. Beginning in the early 1990s, there was an abrupt proliferation of studies
using Bayesian methods in mainstream statistics.

From
"Prior approval: The
growth of Bayesian
methods in psychology”
by Mark Andrews &
Thom Baguley,
November 30, 2012
Journal .
. = Annals of Statistics p
& Biometrika >
'é : . Econometrics < o
2 Jour. Amer. Stat. Assoc. s
Statistical Science
* Period v Period
Journal
Brit. Jour. of Math, and Stat. Psych.
l Jour. of Math. Psych
. Psychological Methods
Psychometrika
Psychonom. Bull. and Review
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Why Bayes?

The lady tasting tea...
S Choosing Mozart...

Flipping a coin...

How do these cases differ, based only on the _mhridence?

Prior Likelihood
“*P(H) P(D|Hy“
_P(HID) =

Posterior

P(D) <— Normalizing constant
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The Problem with Priors

(Vague) prior __) subjectivity

or not...
We draw one ball from a box at random:
it's green. What is the probability we
drew from box 1?
Box 1 Box2
| 12=6+6 | | 6=2+4 |
P(H|D) = (P(H) P(D|H)) / P(D)

Box P(H) P(D|H) P(H)P(D|H) P(H|D)

1 ir2 6ril2 ir4 3r7
2 ir2 4re6 ir3 4r7
P(D) 7r12 = (1r2 * 6r12) + (1r2 * 4re6)

ird + 1r3
3r7 = P(bllg) = (1r2 * 6r12) % 7ri2
4r7 = P(b2}g) = (1r2 * 4r6) % 7ri2
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Motivation and Derivation of Bayes's Law

From Jaynes:

Strong syllogism (Aristotle, fourth century BCE):
Major premise: if A is true, then B is true
Minor premise: A is true
Conclusion: therefore, B is true
and its inverse:
Major premise: if A is true, then B is true
Minor premise: B is false

Conclusion: therefore, A is false

Weaker syllogism "epagoge":

Major premise: if A is true, then B is true

Minor premise: B is true

Conclusion: therefore, A becomes more plausible
and its inverse:

Major premise: if A is true, then B is true

Minor premise: A is false

Conclusion: therefore, B becomes less plausible

From Downey:

Conjunction 18 commutative:

p(A and B) =p(B and A)

Probability of a conjunction:
p(A and B) = p(A) p(B|A)

Interchanging A & B:
p(B and A) = p(B) p(A |B)

Therefore,

P(B) p(A|B)=p(A)p(B|A)

Dividing by p(B):
P(A|B)=p(A)p(B|A)
P(B)

Bayes's Law !
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Estimating the Probability of a Rare Event

To estimate the prevalence ©

of an infectious disease in a small city,
we test a sample of 20 people, giving
us the number "y" of infected people
in thIS group Binomial Distributions

Possible Priors

© = True Rate S50

of Infection === 020

So, the parameter and sample spaces are

[0,1] y={0.1,...,20}
Sampling Model
Before testing, let "Y" be the number of infected
people we will determine. For unknown ©, a
reasonable sampling model for Y might be
the binomial(20,©) distribution, so
Y|© ~ binomial(20,0) J 1.

Number of Infected Pooplthamplo

Checking the sample of 20 people for infection,
we find zero cases. What is our estimate of the
rate of infection for the city as a whole?
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Choosing and Updating a Prior Distribution

Studies from around the country show that infection If Y|© ~ binomial(n,©) and © ~ beta(a,b)

rates in comparable cities range from 0.05 to 0.20, and we observe a value "y" of Y, the

with an average of 0.10. posterior is a beta(a+y, b+n-y) distribution.

Graphing this in R:

We want to build a prior distribution with a a<-2; b<-18; n<-20; y<-0

substantial portion in the range (0.05, 0.20) with curve(dbeta(x, a+y, b+n-y), lty=1, lwd=3,

an expected value close to 0.10. from=0, to=1, xlab="Percentage Infected

in Population”, ylab="Probability")
curve(dbeta(x, a, b), add=TRUE, lty=3, lwd=3)
We don't know the actual family of distributions from  1legend(e.5, 8, c("p(ely)”, "p(€)"), 1ty=c(1, 3),
which to draw, so we'll use the beta distribution since halnces, 9)
it's flexible and easily interpretable.

A beta distribution is defined by two parameters "a" 2 -
and "b", for which the expectation © is a/(a+b)
and the most probable value is (a-1)/(a-1 + b-1).

Probability

= p(6ly)
=== p©)

So,

© ~ beta(2,18)
gives an expectation of 2/20 = 0.10 * 4 — - - -
and a most probable value of 1/18 = 0.06. 00 02 04 06 08 10

Percentage Infected
(example from "A First Course in Bayesian Statistical Methods by Peter D. Hoff) in Population
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o Markov Chain Monte Carlo

& 5—poirt 1 . . Finding the Stationary Distribution
£ andom - Probabilities of transition o191 e
. wak | —(edge) represented by o e 0.5 ° e 0.5
3—@ femeeopmans s o5 & s o
NB. 5-point equiprobable random - £ M2 8 W2
NB. walk w/wrap: simple ring.
0.5 [*] 0.25 0.25 ("]
e 0.5 ] 0.25 0.25
rwStmo=: ".&a:-.~<;._1 LF,0 : © e e S ae
0 9.5 © %) 0.5 e 0.25 .25 ) 0.5
£ 0.5 © 0.5 © 0 0.375 0.0625  ©0.25  0.25 0.0625
fe .5 0 0.5 @ %025 ooms .75 665 .25
%) %) 2.5 © 0.5 0.25  ©0.25 0.0625 0.375 0.0625
0.0625 0.25 0.25 0.0625 0.375
0.5 © (7} 0.5 ©
) To 0.273438 0.140625 0.222656 0.222656 0.140625
0.140625 0.273438 0.140625 0.222656 0.222656

0.222656 0.140625 0.273438 0.140625 0.222656

What is the Probability of ending uP at 0.222656 0.222656 0.140625 0.273438 0.140625
0.140625 0.222656 0.222656 0.140625 0.273438

a given node?
getDiag sqrMat”:_ ] rwS5tm@
0.2 0.2 0.2 0.2 0.2
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MCMC continued...
NB. 5-point ring random walk: @0<->3 A More Interesting Graph
0. rwStml=: ".&a:-.~<;. 1 LF,0 : @
47/ @ o o330 e33034 <141
t/ 7 es5 e o5 0 o ————. \(_/ /_\Z ;
\; "’" ,"( (%] 9.5 (%] 9.5 (%) Models - Principles and Techni Dy Inlclhgenu
3 2 0.2 © 0.4 0 0.4 byDlplluKnlhrndNanodmn)
.5 © © 0.5 0 — /?ZFB <;su >
) %4 |00s 025 07 /\—/ x
il.d° 09 008 002 /’l;;:’\ o
sample=: 4 : '1 i.~ (?0)<:x{y'"e@ 2 LS o % \‘—“gi_ Z]es |05
" ! . :
MCdr‘aW': 3:0 g‘ 0.1 09
‘tm nd stval'=. y NB. Transition mat, # draws, start node z :”w:::‘
states=. (stval) @}nd$e '
tm=. +/\"1 tm NB. Form for "sample"

for_ix. }.i.#states do. states=. ((states{~<:ix) sample tm) ix}states end.
(#states)%~<:#/.~(i.#tm),states

NB.EG MCdraw rwS5tml;le5;®

)

MCdraw rwS5tml;le5;0
0.22202 0.16524 0.18316 0.25299 0.17659
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MCMC-based Methods
Metropolis-Hastings Algorithm Metropolis-Hastings often has sub-optimal
Given X®) = z(8), convergence or may have other convergence
1. Generate Y; ~ g(y|z‘®). problems. However, it provides a good
2. Take baseline solution that is simple to implement
X(t+1) _ Y; with probability p(:l:(t), Y:), and may be combined with other methods.
z®)  with probability 1— p(z®,Y;),
gy ' 7(y) q(z|y) Both Metropolis-Hastings and Gibbs sampling
p(z,y) = min {fr_(:l:_) (¥lz) ’ } . have many implementations in R as well as
Gibbs Samplmg Ny in other languages.
For a multi-vanate © with differing distributions for each 6, do the following steps:
0.  Assign a vector of starting values, S, to the parameter vector:
6=V =§. Gibbs sampling is also implemented in a
1. Setj=j+1. number of packages such as OpenBUGS
3 YA J—1 d JAGS.
= S‘dmpl(. (0{ | 0.3)_ 1915 %) Jfé ) e Doing Bayesian Data Analysis
3. Sample (63 |67, 057 ... 60, "). A Tutorial with R, JAGS, and Stan

,‘.'A \'cf Q , (¥4

m
LN

k. Sample (¢ (6], 63,..., 0 5).
k+1. Return to step 1.



